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(57) ABSTRACT

According to one embodiment, a memory management
device includes a history management unit, an address trans-
lation table, an address management unit, and a data manage-
ment unit. The history management unit manages an access
history for data stored in a nonvolatile semiconductor
memory. The address translation table includes a translation
table of a logical address and a physical address correspond-
ing to the data. The address management unit specifies, based
on the access history, second data to be accessed after access
to first data being stored in the nonvolatile semiconductor
memory, and registers a second physical address correspond-
ing to the second data in the address translation table in
association with a first logical address corresponding to the
first data. The data management unit reads out the second data
from the nonvolatile semiconductor memory to a buffer.
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1
MEMORY MANAGEMENT DEVICE AND
METHOD FOR MANAGING ACCESS TO A
NONVOLATILE SEMICONDUCTOR
MEMORY

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from prior Japanese Patent Application No. 2010-
209997, filed Sep. 17, 2010, the entire contents of which are
incorporated herein by reference.

FIELD

Embodiments described herein relate generally to a
memory management device and method for managing
access to a nonvolatile semiconductor memory.

BACKGROUND

There is conventionally used a technique of providing a
temporary storage device accessible faster than a nonvolatile
semiconductor memory and increasing access speed by caus-
ing the temporary storage device to store data stored in the
nonvolatile semiconductor memory.

In this conventional access speed-up technique, out of con-
tinuous data stored in the nonvolatile semiconductor memory,
data to be accessed next is stored in the temporary storage
device in advance. Access to the continuous data is executed
for the temporary storage device.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram showing an example of an
arrangement of a memory management device according to a
first embodiment;

FIG. 2 is a view showing arrangement examples of an
address translation table, a history table, and a prefetch table
according to the first embodiment;

FIG. 3 is a flowchart illustrating an example of a first half
of an access operation of a processing unit of the memory
management device according to the first embodiment;

FIG. 4 is a flowchart illustrating an example of a second
half of the access operation of the processing unit of the
memory management device according to the first embodi-
ment;

FIG. 5 is a view showing an example of an address trans-
lation table according to a second embodiment;

FIG. 6 is a view showing an example of an arrangement of
nonvolatile semiconductor memories according to a third
embodiment;

FIG. 7 is a view showing a relationship between an address
translation table, a history table, and an assignment result
according to the third embodiment;

FIG. 8 is a view showing an example of an arrangement of
an address translation table, a history table, and a prefetch
table according to a fourth embodiment;

FIG. 9 is a flowchart illustrating an example of a first half
of an access operation of a processing unit of a memory
management device according to the fourth embodiment;

FIG. 10 is a flowchart illustrating an example of a second
half of the access operation of the processing unit of the
memory management device according to the fourth embodi-
ment; and
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2

FIG. 11 is a block diagram showing an example of a rela-
tionship between a prefetch table, an address translation
table, and software according to a fifth embodiment.

DETAILED DESCRIPTION

In general, according to embodiments, a memory manage-
ment device includes a history management unit, an address
translation table, an address management unit, and a data
management unit. The history management unit manages an
access history for data stored in a nonvolatile semiconductor
memory. The address translation table includes a translation
table of a logical address and a physical address correspond-
ing to the data. The address management unit specifies, based
on the access history, second data to be accessed after access
to first data being stored in the nonvolatile semiconductor
memory, and registers a second physical address correspond-
ing to the second data in the address translation table in
association with a first logical address corresponding to the
first data. The data management unit reads out the second data
from the nonvolatile semiconductor memory to a buffer.

The embodiments will now be described with reference to
the accompanying drawings. Note that the same reference
numerals denote the same or almost the same elements
throughout the drawings, and a description thereof will be
omitted or simplified. Only different portions will be
explained in detail.

(First Embodiment)

FIG. 1 is a block diagram showing an example of an
arrangement of a memory management device according to
this embodiment.

An information processing device 1 includes a processor 2,
a memory management device 3, and a storage device 4. The
processor 2 and the memory management device 3 may be
formed from, for example, System-on-a-Chip (SoC).

The memory management device 3 receives an address of
access target data from the processor 2, and returns an access
result to the processor 2. In this embodiment, access indicates
an operation concerning at least one of read and write.

For example, upon receiving a logical address of read
target data from the processor 2, the memory management
device 3 translates the logical address into a physical address,
reads out the read target data corresponding to the physical
address from the storage device 4, and returns the read target
data to the processor 2.

In addition, for example, upon receiving write target data
and its logical address from the processor 2, the memory
management device 3 translates the logical address into a
physical address, and writes the write target data at a position
of'the storage device 4 corresponding to the physical address.
The memory management device 3 then returns information
representing success/failure of the write to the processor 2.

The storage device 4 is used as a main memory of the
information processing device 1, and includes a volatile semi-
conductor memory 5 and nonvolatile semiconductor memo-
ries 61 to 6. In this embodiment, a sufficient memory capac-
ity is allocated to the nonvolatile semiconductor memories 61
to 64. The memory capacity of the nonvolatile semiconductor
memories 61 to 6% is larger than that of the volatile semicon-
ductor memory 5. Data having a high possibility (probability)
to be accessed such as recently accessed data or data of high
use frequency is cached from the nonvolatile semiconductor
memories 61 to 64 to the volatile semiconductor memory 5.
When the processor 2 accesses the volatile semiconductor
memory 5 and the access target data does not exist in the
volatile semiconductor memory 5, data transfer is executed
between the nonvolatile semiconductor memories 61 to 6%
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and the volatile semiconductor memory 5. When the volatile
semiconductor memory 5 and the nonvolatile semiconductor
memories 61 to 6% are used in combination, a memory space
larger than the memory capacity of the volatile semiconduc-
tor memory 5 can be used as the main memory.

In this embodiment, the volatile semiconductor memory 5
may be, for example, a DRAM (Dynamic Random Access
Memory). However, not the DRAM but any other memory
usable as the main memory of a computer, for example, an
FPM-DRAM (Fast Page Mode DRAM), an EDO-DRAM
(Extended Data Out DRAM), or an SDRAM (Synchronous
DRAM) may be used as the volatile semiconductor memory
5. Alternatively, a nonvolatile random access memory such as
an MRAM (Magnetoresistive Random Access Memory) or
an FeRAM (Ferroelectric Random Access Memory) may be
used in place of the volatile semiconductor memory 5 if it
enables random access as fast as a DRAM and substantively
has no limit on the maximum allowable access count.

In this embodiment, each of the nonvolatile semiconductor
memories 61 to 64 may be, for example, a NAND flash
memory. However, another nonvolatile semiconductor
memory such as a NOR flash memory may be used as the
nonvolatile semiconductor memories 61 to 6%

The volatile semiconductor memory 5 is accessible faster
than the nonvolatile semiconductor memories 61 to 6k,
although the capacity is smaller (for example, 128 Mbyte to 4
Gbyte).

The nonvolatile semiconductor memories 61 to 64 have a
capacity larger (for example, 32 Gbyte to 512 Gbyte) than that
of'the volatile semiconductor memory 5, although the access
time is longer. If a NAND flash memory is used as the non-
volatile semiconductor memories 61 to 64, as in this embodi-
ment, write and read are executed on the page basis. Erase is
performed for each block unit including a plurality of pages.

The processor 2 executes various kinds of programs. A
CPU (Central Processing Unit) is used as the processor 2 of
this embodiment. However, any other processing unit such as
an MPU (Micro Processor Unit) or a GPU (Graphic Processor
Unit) may be used. An MMU (Memory Management Unit) 2a
of the processor 2 translates a CPU logical address into a
NAND physical address (CPU physical address). A NAND
logical address is transmitted from the processor 2 to the
memory management device 3 as an address for specitying
the access destination.

For example, the processor 2 and the memory management
device 3 can asynchronously operate. When the processor 2 is
executing processing, the memory management device 3 can
execute wear leveling, garbage collection, or compaction for
the nonvolatile semiconductor memories 61 to 6k

The memory management device 3 includes a first control-
ler 7, a second controller 8, an address information storage
unit9, a history storage unit 10, a prefetch storage unit 11, and
a processing unit 12.

The first controller 7 is, for example, a DRAM controller
and controls access to the volatile semiconductor memory 5
used as a cache memory.

The second controller 8 is, for example, a NAND controller
and controls access to the nonvolatile semiconductor memo-
ries 61 to 64.

The address information storage unit 9, the history storage
unit 10, and the prefetch storage unit 11 have the same char-
acteristic features as those of the volatile semiconductor
memory 5. That is, they are accessible faster than the non-
volatile semiconductor memories 61 to 64 and have a maxi-
mum allowable access count larger than that of the nonvola-
tile semiconductor memories 61 to 6k. Note that at least one
of the address information storage unit 9, the history storage
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unit 10, and the prefetch storage unit 11 may be implemented
by the volatile semiconductor memory 5. The address infor-
mation storage unit 9, the history storage unit 10, the prefetch
storage unit 11, and the volatile semiconductor memory 5 can
freely be combined.

The address information storage unit 9 includes an address
translation table 13. The address translation table 13 stores,
for each entry, a NAND logical address of the nonvolatile
semiconductor memories 61 to 64 managed by the CPU, a
NAND physical address managed by the processing unit 12,
and an address (prefetch address) corresponding to data
(prefetch data, or second data) to be prefetched upon occur-
rence of access to the NAND logical address or the NAND
physical address of the entry in association with each other.
Details of the address translation table 13 will be described
later.

The history storage unit 10 includes a history table 14
including an access history for data stored in the nonvolatile
semiconductor memories 61 to 6. Details of the history table
14 will be described later.

The prefetch storage unit 11 includes a prefetch table 15
that stores, in advance, second data having a high possibility
to be accessed within a predetermined range (for example,
access count or access time) after access that has occurred for
a NAND physical address corresponding to first data. The
prefetch table 15 manages, for each entry, a NAND physical
address and the second data (prefetch data) likely to be
accessed within a predetermined range after access to the
NAND physical address. Details of the prefetch table 15 will
be described later.

The processing unit 12 executes various kinds of advanced
access control for the storage device 4. For example, the
processing unit 12 executes wear leveling, garbage collec-
tion, and compaction for the nonvolatile semiconductor
memories 61 to 6% via the second controller 8.

The processing unit 12 translates a NAND logical address
received from the processor 2 into a NAND physical address
based on the address translation table 13, and executes access
to the storage device 4 or the prefetch storage unit 11 based on
the NAND physical address.

The processing unit 12 executes cache control to store the
data having the high possibility to be accessed in the volatile
semiconductor memory 5 via the first controller 7 based on at
least one of the past access time, access frequency, and access
count of the data.

The processing unit 12 writes back data stored in the vola-
tile semiconductor memory 5 and data stored in the prefetch
storage unit 11 to the nonvolatile semiconductor memories 61
to 6k as needed, thereby maintaining coherency of data con-
tents.

The processing unit 12 includes a history management unit
16, a prefetch address management unit 17, a prefetch data
management unit 18, and an access unit 19.

The history management unit 16 registers the access his-
tory for the nonvolatile semiconductor memories 61 to 6% in
the history table 14. Details of the history management unit
16 will be described later.

The prefetch address management unit 17 registers a
prefetch address by associating the prefetch address with at
least one of a NAND logical address and a NAND physical
address in the address translation table 13 based on the history
table 14. The prefetch address is an address having a high
possibility to be accessed after access to a NAND logical
address or a NAND physical address. Details of the prefetch
address management unit 17 will be described later.

The prefetch data management unit 18 stores prefetch data
having a high possibility to be accessed after access to a
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5
NAND physical address in the prefetch table 15 in advance.
Details of the prefetch data management unit 18 will be
described later.

When access target data is stored in the prefetch table 15,
the access unit 19 accesses the access target data stored in the
prefetch table 15.

If the access target data is not stored in the prefetch table
15, the access unit 19 accesses the access target data stored in
the volatile semiconductor memory 5 or the nonvolatile semi-
conductor memories 61 to 64 via the first controller 7 or the
second controller 8.

The processing unit 12 may execute the above-described
control by hardware or software such as firmware.

FIG. 2 is a view showing arrangement examples of the
address translation table 13, the history table 14, and the
prefetch table 15 according to this embodiment.

The history table 14 manages addresses accessed in the
past in such a form that allows to identify the access order. In
the history table 14, the entry sequence corresponds to the
access order. Valid/invalid information represents whether an
entry is valid.

The history table 14 in FIG. 2 indicates that access has
occurred in the order of NAND logical addresses (A-1), (A)
and (A+1).

In this embodiment, an example will be explained in which
NAND physical addresses are registered in the history table
14. However, for example, NAND logical addresses or the
like may be registered.

The address translation table 13 manages, for each entry, a
NAND logical address, a NAND physical address, valid/
invalid information, and a prefetch address.

Each entry of the address translation table 13 associates the
NAND logical address and the NAND physical address of
each data stored in the nonvolatile semiconductor memories
61 to 64 with each other. Valid/invalid information in the
address translation table 13 represents whether an entry is
valid.

The prefetch address of each entry of the address transla-
tion table 13 is an address having a high possibility to be
accessed within a predetermined range after access to the
NAND logical address or the NAND physical address of the
entry. That is, the prefetch address is an address representing
data (prefetch data) to be prefetched, which has a high pos-
sibility of access after access to given data. In this embodi-
ment, an example will be described in which a NAND physi-
cal address is used as a prefetch address. However, for
example, a NAND logical address or the like may be used.

In the address translation table 13 shown in FIG. 2, a
NAND logical address (A) is translated into a NAND physi-
cal address (B). A prefetch address (B+1) indicates prefetch
data (D+1) to be prefetched upon occurrence of access to data
(D) corresponding to the NAND logical address (A) and the
NAND physical address (B). In the address translation table
13 shown in FIG. 2, the prefetch address (B+1) is associated
with the NAND logical address (A) and the NAND physical
address (B). In each entry of the prefetch table 15, a NAND
logical address, a NAND physical address, valid/invalid
information representing validity or invalidity of the entry,
and prefetch data having a high possibility to be accessed
within a predetermined range after access to the NAND
physical address are associated with each other. In the
prefetch table 15, a NAND physical address and prefetch data
are associated. Instead, a NAND logical address and prefetch
data may be associated.

In the prefetch table 15 shown in FIG. 2, the prefetch data
(D+1) is stored in association with the NAND physical
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6
address (B). In addition, the prefetch data (D) is stored in
association with a NAND physical address (B-1).

Note that in this embodiment, the NAND physical address
(B) and the prefetch data (D+1) having a high possibility to be
accessed after the NAND physical address (B) are associated
in the prefetch table 15. Instead, the prefetch address (B+1)
and the data (D+1) corresponding to the prefetch address
(B+1) may be stored in the prefetch table 15 in association
with each other.

The operations of the history management unit 16, the
prefetch address management unit 17, the prefetch data man-
agement unit 18, and the access unit 19 shown in FIG. 1 will
be described below in detail with reference to the tables 13 to
15 shown in FIG. 2.

The history management unit 16 registers the accessed
NAND logical addresses (A-1), (A), and (A+1) in the history
table 14 in such a form that allows to identify the access order.

The prefetch address management unit 17 registers
prefetch addresses in the address translation table 13 based on
the history table 14.

First, the prefetch address management unit 17 translates
the NAND logical addresses (A-1), (A), and (A+1) in the
history table 14 into NAND physical addresses (B-1), (B),
and (B+1), respectively, using the address translation table
13.

Next, the prefetch address management unit 17 recognizes
that the NAND physical address (B) has been accessed within
a predetermined range after the NAND physical address
(B-1). The prefetch address management unit 17 registers the
NAND physical address (B) accessed after the NAND physi-
cal address (B-1) as the prefetch address (B) associated with
the NAND physical address (B-1) in a valid entry of the
address translation table 13.

When access to the NAND physical address (B) has
occurred, the prefetch data management unit 18 reads out the
prefetch data (D+1) indicated by the prefetch address (B+1)
corresponding to the NAND physical address (B) from the
nonvolatile semiconductor memories 61 to 6% by looking up
the address translation table 13. The prefetch data manage-
ment unit 18 stores the prefetch data (D+1) in the prefetch
table 15 in association with the NAND physical address (B).

The access unit 19 looks up the address translation table 13
and the prefetch table 15, and if access target data is stored in
the prefetch table 15, executes access to the prefetch table 15.

If the access target data is not stored in the prefetch table
15, the access unit 19 executes access to the volatile semicon-
ductor memory 5 or the nonvolatile semiconductor memories
61 to 64

FIG. 3 is a flowchart illustrating an example of a first half
of an access operation of the processing unit 12 of the
memory management device 3 according to this embodiment.

FIG. 4 is a flowchart illustrating an example of a second
half of the access operation of the processing unit 12 of the
memory management device 3 according to this embodiment.

The access unit 19 of the processing unit 12 receives the
NAND logical address (CPU logical address) (A) of the
access destination from the processor 2 (step S1).

The access unit 19 translates the received NAND logical
address (A) into the NAND physical address (B) by looking
up the address translation table 13 (step S2).

The access unit 19 determines whether the data (D) corre-
sponding to the NAND physical address (B) is stored in the
prefetch table 15 (step S3).

If the data (D) is stored in the prefetch table 15, the access
unit 19 accesses the data (D) stored in the prefetch table 15
(step S4). After that, the process advances to step S8.
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If the data (D) is not stored in the prefetch table 15, the
access unit 19 determines whether the data (D) corresponding
to the NAND physical address (B) is stored in the volatile
semiconductor memory 5 (step S5).

If the data (D) corresponding to the NAND physical
address (B) is stored in the volatile semiconductor memory 5,
the access unit 19 accesses the data (D) corresponding to the
NAND physical address (B) in the volatile semiconductor
memory 5 via the first controller 7 (step S6). After that, the
process advances to step S8.

If the data (D) corresponding to the NAND physical
address (B) is not stored in the volatile semiconductor
memory 5, the access unit 19 accesses the data (D) stored in
the nonvolatile semiconductor memories 61 to 6k (step S7).

The prefetch address management unit 17 of the process-
ing unit 12 obtains, from the history table 14, the NAND
logical address (A-1) accessed immediately before the
NAND logical address (A), and translates the immediately
preceding NAND logical address (A-1) into the NAND
physical address (B—1) based on the address translation table
13 (step S8).

The prefetch address management unit 17 obtains an entry
corresponding to the NAND physical address (B-1) from the
entries of the address translation table 13 (step S9).

The prefetch address management unit 17 registers the
NAND physical address (B) in the prefetch address of the
entry corresponding to the immediately preceding NAND
physical address (B-1) obtained (step S10).

The prefetch data management unit 18 determines whether
the prefetch address (B+1) registered in the entry of the
address translation table 13 corresponding to the NAND
physical address (B) is valid (step S11).

If the prefetch address (B+1) is not valid, the process
advances to step S13.

If the prefetch address (B+1) is valid, the prefetch data
management unit 18 prefetches the data (D+1) corresponding
to the prefetch address (B+1) from the nonvolatile semicon-
ductor memories 61 to 6%, and stores it in the prefetch table 15
(step S12).

The history management unit 16 registers the NAND logi-
cal address (A) in the history table 14 (step S13).

In the above-described embodiment, in correspondence
with an address in the address translation table 13, a prefetch
address having a high possibility to be accessed after access to
that address is registered. This allows to, upon occurrence of
access to the first data, read out the second data having the
high possibility of access after the access to the first data from
the nonvolatile semiconductor memories 61 to 64 in advance
and prepare the second data in the prefetch storage unit 11
accessible at a high speed. In this embodiment, even for
discontinuous data, the efficiency of access to the nonvolatile
semiconductor memories 61 to 64 can be improved based on
the access history. This enables to increase an access speed
and improve an access performance.

In this embodiment, the count of access to the nonvolatile
semiconductor memories 61 to 6% can be reduced. Hence, the
nonvolatile semiconductor memories 61 to 6« can have a
longer life.

In this embodiment, a NAND physical address is used as a
prefetch address. This allows to improve a degree of freedom
in rearrangement of data to be written in the nonvolatile
semiconductor memories 61 to 64 and a reliability of access to
the nonvolatile semiconductor memories 61 to 6k

Note that in this embodiment, an absolute address of
prefetch data is used as a prefetch address.

For example, assume that the address translation table 13
has an entry in which the NAND logical address (A) before
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translation is associated with the NAND physical address (B)
after translation. If the same NAND logical address (A) as
that before translation or the same NAND physical address
(B) as that after translation is registered as the prefetch
address in this entry, prefetch is not executed.

In addition, prefetch valid/invalid information represent-
ing whether a prefetch address is valid or not may be added to
as an item of the address translation table 13. The prefetch
may be performed only when the prefetch valid/invalid infor-
mation indicates valid.

(Second Embodiment)

In this embodiment, first to fifth modifications of the
above-described first embodiment will be explained.

<First Modification>

In the first modification, an address translation table 13
may specity a prefetch address using a relative address.

For example, assume that the address translation table 13
has an entry in which a NAND logical address (A) before
translation and a NAND physical address (B) after translation
are associated with each other, and a relative address (N)
representing the relative position from the NAND physical
address (B) is registered in the prefetch address. In this entry,
the prefetch address having a high possibility to be accessed
after access to the NAND physical address (B) is a NAND
physical address (B+N). For example, when the prefetch
address is 0, prefetch is not executed.

In the first modification, when the total number of
addresses of nonvolatile semiconductor memories 61 to 6«is
2", the information amount of the prefetch address can be
made smaller than n, and the data capacity of the address
translation table 13 can be reduced.

In the first modification, setting is done not to perform
prefetch for an area outside an accessible range of the non-
volatile semiconductor memories 61 to 64.

<Second Modification>

In the second modification, the address translation table 13
may register a plurality of prefetch addresses in each entry.

In the second modification, the prefetch address manage-
ment unit 17 registers a plurality of prefetch addresses in an
entry of the address translation table 13.

The prefetch data management unit 18 looks up the address
translation table 13, and if a plurality of prefetch addresses are
associated with the accessed NAND physical address, repeat-
edly stores data corresponding to the prefetch addresses in the
prefetch table 15. This allows to improve the hit ratio of the
prefetch table 15.

<Third Modification>

FIG. 5 is a view showing an example of the address trans-
lation table 13 according to this modification.

In the third modification, the address translation table 13
includes a field to register an access interval.

As the access interval, for example, an access time or an
access count is used.

Using an access time as the access interval will be
described.

For example, assume that an access pattern is obtained
from a history table 14 in which the access time from access
to the NAND logical address (A) to access to a NAND logical
address (A+1)is t.

In this case, the NAND logical address (A), the NAND
physical address (B), a NAND physical address (B+1) serv-
ing as the prefetch address, and the access time t are associ-
ated in the address translation table 13.

When time (txa+b) has elapsed from access to the NAND
logical address (A), the prefetch data management unit 18
stores data (D+1) corresponding to the prefetch address
(B+1) in the prefetch table 15. Note that a and b are constants
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to be used to calculate the prefetch execution timing based on
the access time t. The time (txa+b) is shorter than the time t.

The prefetch data management unit 18 can thus store the
prefetch data (D+1) in the prefetch table 15 at an arbitrary
timing before the elapse of the access time t.

Using an access count as the access interval will be
described next.

For example, assume that an access pattern is obtained
from a history table 14 in which access to the NAND logical
address (A+1) occurs after access to the NAND logical
address (A) has occurred z times.

In this case, the NAND logical address (A), the NAND
physical address (B), the prefetch address (B+1), and an
access count z are associated in the address translation table
13.

After the NAND logical address (A) has been received
(zxv+w) times, the prefetch data management unit 18 stores
the data (D+1) corresponding to the prefetch address (B+1) in
the prefetch table 15. Note that v and w are constants to be
used to calculate the prefetch execution timing based on the
access count z. The value (zxv+w) is smaller than z.

The prefetch data management unit 18 can thus store the
prefetch data (D+1) in the prefetch table 15 at an arbitrary
timing before access is executed z times.

In the above-described third modification, the prefetch
execution timing can be controlled based on the access inter-
val such as the access time or the access count, thereby
improving the efficiency of the prefetch operation.

<Fourth Modification>

In the fourth modification, if the access target data is not
stored in the prefetch table 15 (in case of a prefetch error), the
prefetch address management unit 17 updates the prefetch
address in the entry of the address translation table 13.

For example, assume that the NAND logical address (A),
the NAND physical address (B), and the NAND physical
address (B+1) serving as a prefetch address are registered in
the entry of the address translation table 13. Also assume that
the access destination after the NAND physical address (B) of
the entry is a NAND physical address (B+10) that is different
from the prefetch address (B+1) of the entry, and data (D+10)
corresponding to the NAND physical address (B+10) is not
stored in the prefetch table 15.

In this case, the prefetch address management unit 17
updates the prefetch address in the entry of the address trans-
lation table 13 from (B+1) to (B+10).

The prefetch data management unit 18 stores the data
(D+10) in the prefetch table 15.

In the fourth modification, the prefetch address and the
prefetch data are updated based on the latest access history.
This allows to improve the prefetch data hit ratio.

<Fifth Modification>

In the fifth modification, the prefetch address management
unit 17 counts the hit count and the error count concerning a
prefetch address for each entry of the address translation table
13, and registers the result. The hit count is the number of
times of access occurrence for a prefetch address correspond-
ing to an address within a predetermined range after access to
the address. On the other hand, the error count is the number
of times of access nonoccurrence for a prefetch address cor-
responding to an address within a predetermined range after
access to the address.

For an entry in which the error count is larger than the hit
count, the prefetch address management unit 17 updates the
prefetch address of the entry and initializes (clears) the hit
count and the error count of the entry.
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Note that the prefetch address management unit 17 may
count the access count and the error count or the access count
and the hit count for each entry ofthe address translation table
13 and register the result.

In this case, the prefetch address management unit 17
determines, based on the access count and the error count or
the access count and the hit count, whether to update the
prefetch address of an entry. For example, if the error count/
access count of an entry exceeds a predetermined threshold,
the prefetch address management unit 17 updates the prefetch
address of the entry and initializes the access count and the
error count of the entry. Alternatively, if the hit count/access
count of an entry is smaller than a predetermined threshold,
the prefetch address management unit 17 updates the prefetch
address of the entry and initializes the access count and the hit
count of the entry.

In the fifth modification, prefetch address update control
can be done in the address translation table 13 in accordance
with various conditions. This allows to improve the prefetch
data hit ratio.

(Third Embodiment)

In this embodiment, efficient prefetch address assignment
to prefetch data will be described.

FIG. 6 is a view showing an example of an arrangement of
the nonvolatile semiconductor memories 61 to 6% according
to this embodiment.

In the nonvolatile semiconductor memories 61 to 64 shown
in FIG. 6, block units each including a plurality of block
regions are arranged in a matrix.

Out of the block units arranged in the matrix, block units
belonging to the same row belong to the same bank.

Out of the block units arranged in the matrix, block units
belonging to the same column belong to the same channel.

Ifeach of the nonvolatile semiconductor memories 61 to 6%
is a NAND flash memory, each of the plurality of block
regions belongs to one of banks 0 to m and one of channels 0
to n. Each block region includes a plurality of page regions.
Hence, the plurality of page regions are divided using the
plurality of channels and the plurality of banks. A bank num-
ber and a channel number are assigned to each page region.

In the nonvolatile semiconductor memories 61 to 6k, dif-
ferent channels are accessible simultaneously.

In the nonvolatile semiconductor memories 61 to 6k, dif-
ferent banks are accessible simultaneously.

In the nonvolatile semiconductor memories 61 to 6k,
access to continuous page regions can be done faster than
access to discontinuous page regions.

The speed of simultaneous access to different channels,
that of simultaneous access to different banks, and that of
access to continuous page regions are compared. Simulta-
neous access to different channels is the fastest, simultaneous
access to different banks is the second fastest, and access to
continuous page regions is the third fastest.

A prefetch address management unit 17 according to this
embodiment recognizes a free data area by looking up an
address translation table 13, and arranges prefetch data based
on the above-described relationship.

The prefetch address management unit 17 assigns NAND
physical addresses to the address of given data and a plurality
of prefetch addresses corresponding to this data such that at
least one of the channel and bank is different.

The prefetch address management unit 17 also assigns
NAND physical addresses to given data and prefetch data
such that, for example, the address of the data and the prefetch
address for the data continue.

Address assignment by the prefetch address management
unit 17 is executed when NAND physical address rearrange-
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ment for the nonvolatile semiconductor memories 61 to 6% is
necessary like when executing, for example, wear leveling or
garbage collection.

Address assignment based on the history table 14 will be
described below in detail.

FIG.71s a view showing a relationship between the address
translation table 13, the history table 14, and an assignment
result according to this embodiment.

The NAND physical address in the address translation
table 13 includes a channel number, a bank number, a NAND
chip address including a block number and a page number,
and an offset.

In this embodiment, the history table 14 registers a NAND
logical address (CPU physical address) received by the
memory management device 3.

For example, assume that information representing that the
NAND logical address (A+1) was accessed next to the NAND
logical address (A) is registered in the history table 14.

For example, assume that information representing that the
NAND logical address (A+5) was accessed next to the NAND
logical address (A) is registered in the history table 14.

For example, assume that information representing that the
NAND logical address (A+2) was accessed next to the NAND
logical address (A) is registered in the history table 14.

For example, assume that information representing that the
NAND logical address (A+1) was accessed next to the NAND
logical address (A), and the NAND logical address (A+3) was
accessed then is registered in the history table 14.

For example, assume that information representing that the
NAND logical address (A+4) was accessed next to the NAND
logical address (A) is registered in the history table 14.

Ifsuchan access pattern is registered in the history table 14,
the prefetch address management unit 17 assigns NAND
physical addresses to the NAND logical addresses (A+1),
(A+2), (A+3), and (A+5) such that at least one of the channel
and bank is different, and the NAND chip address to be used
in the channel and bank is the same.

The prefetch address management unit 17 also assigns
NAND physical addresses that are continuous in the same
channel and same bank to the NAND logical address (A) and
the prefetch address (A+4).

In FIG. 7, each entry of the address translation table 13 has
a channel field of nxm bits. In the channel field, a prefetch
address is specified by making the channel and bank where
prefetch data is arranged identifiable. That is, in this embodi-
ment, the NAND physical address and the prefetch address
share the NAND chip address.

In the address translation table 13 shown in FIG. 7, a flag
corresponding to a channel and bank to which a prefetch
address is assigned for the NAND logical address (A) before
translation and the NAND physical address (B) after transla-
tion is represented by “1”, and a flag corresponding to a
channel and bank to which no prefetch address is assigned is
represented by “0”.

The prefetch address management unit 17 sets “1” to a bit
corresponding to a channel and bank to which a prefetch
address is assigned in the address translation table 13.

When the data of the NAND physical address (B) is
accessed, the prefetch data management unit 18 simulta-
neously reads out data designated by a NAND chip address
that is the same as the NAND physical address (B) in a
channel and bank where the flag is “1”, and stores the read
prefetch data in the prefetch table 15.

In the address translation table 13 shown in FIG. 7, when
prefetch data to be read upon occurrence of access to the data
of' the NAND physical address (B) is stored in the data area
next to the NAND physical address (B), “1” is set to the
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continuous assignment flag in the entry of the NAND physi-
cal address (B) of the address translation table 13.

When access to the NAND physical address (B) has
occurred, and the continuous assignment flag is “1”, the
prefetch data management unit 18 stores, in the prefetch table
15, the prefetch data stored in the data area next to the NAND
physical address (B).

In the above-described embodiment, for example, NAND
physical addresses can be assigned optimally based on the
history table 14 and the address translation table 13 when
executing wear leveling or garbage collection.

In this embodiment, it is possible to simultaneously read
out prefetch data from a plurality of channels and banks.

In this embodiment, since data and prefetch data are stored
in continuous data areas, prefetch data can be read out at a
high speed.

In this embodiment, since a plurality of prefetch addresses
can be registered in one entry of the address translation table
13, the number of prefetch data can be increased.

In this embodiment, a NAND physical address and a
prefetch address share a NAND chip address. This allows to
reduce the data capacity necessary for the address translation
table 13.

Note that in this embodiment, a relative address is used as
a prefetch address in the address translation table 13. If the
prefetch address is outside a range that can be referred using
the relative address, and no prefetch is performed, the
prefetch address management unit 17 accesses the history
table 14 to extract the NAND logical addresses (A-1) and (A)
accessed continuously and rearrange the data of the NAND
logical address (A-1) and the data of the NAND logical
address (A) within a range that can be referred using the
relative address, thereby updating the address translation
table 13.

Even if prefetch data exists outside the range that can be
referred using a relative address, prefetch can be performed
by rearranging the prefetch data within the range that can be
referred using a relative address.

(Fourth Embodiment)

In this embodiment, a case will be described in which a
NAND logical address is used as a prefetch address to be
registered in an address translation table 13, and a NAND
logical address and prefetch data are stored in a prefetch table
15.

FIG. 8 is a view showing an example of an arrangement of
the address translation table 13, the history table 14, and the
prefetch table 15 according to this embodiment.

In the address translation table 13 shown in FIG. 8, a
prefetch address serving as a NAND logical address is asso-
ciated with a combination of a NAND logical address before
translation and a NAND physical address after translation.

In each entry of the prefetch table 15 shown in FIG. 8, a
NAND logical address, valid/invalid information represent-
ing validity or invalidity of the entry, and prefetch data are
associated.

FIG. 9 is a flowchart illustrating an example of a first half
of an access operation of the processing unit 12 of the
memory management device 3 according to this embodiment.

FIG. 10 is a flowchart illustrating an example of a second
half of the access operation of the processing unit 12 of the
memory management device 3 according to this embodiment.

An access unit 19 receives a NAND logical address (A) of
an access destination from the processor 2 (step T1).

The access unit 19 translates the received NAND logical
address (A) into a NAND physical address (B) by looking up
the address translation table 13 (step T2).
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The access unit 19 determines whether data (D) corre-
sponding to the NAND physical address (B) is stored in the
prefetch table 15 (step T3).

If the data (D) is stored in the prefetch table 15, the access
unit 19 accesses the data (D) stored in the prefetch table 15
(step T4). After that, the process advances to step T8.

If the data (D) is not stored in the prefetch table 15, the
access unit 19 determines whether the data (D) corresponding
to the NAND physical address (B) is stored in the volatile
semiconductor memory 5 (step T5).

If the data (D) corresponding to the NAND physical
address (B) is stored in the volatile semiconductor memory 5,
the access unit 19 accesses the data (D) corresponding to the
NAND physical address (B) in the volatile semiconductor
memory 5 via the first controller 7 (step 16). After that, the
process advances to step T8.

If the data (D) corresponding to the NAND physical
address (B) is not stored in the volatile semiconductor
memory 5, the access unit 19 accesses the data (D) stored in
nonvolatile semiconductor memories 61 to 6% (step 17).

A prefetch address management unit 17 of the processing
unit 12 obtains, from the history table 14, a NAND logical
address (A-1) accessed immediately before the NAND logi-
cal address (A) (step T8).

The prefetch address management unit 17 obtains an entry
corresponding to the immediately preceding NAND logical
address (A-1) from the entries of the address translation table
13 (step T9).

The prefetch address management unit 17 registers the
NAND logical address (A) in the prefetch address of the entry
corresponding to the immediately preceding NAND logical
address (A-1) obtained (step T10).

A prefetch data management unit 18 determines whether
the prefetch address (A+1) registered in the entry of the
address translation table 13 corresponding to the NAND logi-
cal address (A) is valid (step T11).

If the prefetch address (A+1) is not valid, the process
advances to step T14.

If the prefetch address (A+1) is valid, the prefetch data
management unit 18 translates the prefetch address (A+1)
into a NAND physical address (B+1) based on the address
translation table 13 (step T12).

The prefetch data management unit 18 then prefetches the
data (D+1) corresponding to the NAND physical address
(B+1) from the nonvolatile semiconductor memories 61 to 6%,
and stores it in the prefetch table 15 (step T13).

A history management unit 16 registers the NAND logical
address (A) in the history table 14 (step T14).

In the above-described embodiment, a NAND logical
address is used as a prefetch address. In this case, even if a
NAND physical address for data is changed or deleted, the
prefetch can be executed continuously without lowering the
efficiency of the prefetch operation.

(Fifth Embodiment)

In this embodiment, prefetch control by software will be
explained.

FIG. 11 is a block diagram showing an example of a rela-
tionship between the prefetch table 15, the address translation
table 13, and software according to this embodiment.

In this embodiment, the address translation table 13 has a
lock bit representing whether to prohibit prefetch address
change. For an entry with a lock bit “1”, prefetch address
change is prohibited. For an entry with a lock bit “0”, prefetch
address change is permitted.

In this embodiment, the prefetch table 15 has a lock bit
representing whether to prohibit entry change. For an entry
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with a lock bit “1”, change is prohibited. For an entry with a
lock bit “0”, change is permitted.

Examples of software 20 of this embodiment are an oper-
ating system to be executed by the processor 2, application
software to be executed by the processor 2, and firmware to be
executed by the processing unit 12.

The software 20 changes settings of the address translation
table 13 and the prefetch table 15.

The software 20 also sets the lock bits in the address trans-
lation table 13 and those in the prefetch table 15 so that
registration or storage contents can be locked for each entry.

In the address translation table 13 shown in FIG. 11, a
prefetch address (B) is not updated because it is associated
with the lock bit “1”.

For example, assume that data to be frequently accessed by
the operating system is stored in a specific data area of non-
volatile semiconductor memories 61 to 6. In this case, the
software 20 stores the data to be frequently accessed in the
prefetch table 15.

Alternatively, for example, assume that prefetch data is
deleted from the prefetch table 15 in chronological order
when the capacity of the prefetch table 15 exceeds a prede-
termined value. However, the software 20 sets the lock bit
corresponding to the data to be frequently accessed to “1” to
prohibit erase of the data so the data to be frequently accessed
is not deleted from the prefetch table 15.

In the prefetch table 15 shown in FIG. 11, prefetch data
(D+6) is not updated because it is associated with the lock bit
“17.

In the above-described embodiment, the prefetch table 15
and the address translation table 13 can statically be set using
the software 20.

In this embodiment, the software 20 allows to select
whether to automatically execute or lock update of the
prefetch table 15 and the address translation table 13.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

What is claimed is:

1. A memory management device comprising:

a history management unit managing an access history for

data stored in a nonvolatile semiconductor memory;

an address translation table including a translation table

including a first logical address corresponding with a
first physical address of first data and corresponding
with a second physical address of second data;

an address management unit which specifies, based on a

frequency of access of second data after access of the
first data indicated in the access history, the second data
to be accessed after access to the first data being stored in
the nonvolatile semiconductor memory, and registers
the second physical address corresponding to the second
data in the address translation table in association with
the first logical address corresponding to the first data;
and

a data management unit which reads out the second data

from the nonvolatile semiconductor memory to a buffer.

2. The device according to claim 1, wherein the address
management unit
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registers, in the address translation table in association with
the first logical address, at least one of a hit count that is
the number of times of an access occurrence for the
second data within a first predetermined range after
access to the first data and an error count that is the
number of times of access nonoccurrence for the second
data within a second predetermined range after access to
the first data, and

updates the second physical address associated with the

first logical address based on at least one of the hit count
and the error count.

3. The device according to claim 1, wherein

the address translation table registers access pattern infor-

mation of the first data and the second data, and

the data management unit determines, based on the access

pattern information, a timing of reading out the second
data to the buffer.

4. The device according to claim 3, wherein

the access pattern information includes an access time

interval from access to the first data to access to the
second data, and

the data management unit reads out the second data to the

buffer within a time shorter than the access time interval
from the access to the first data.

5. The device according to claim 3, wherein

the access pattern information includes the number of

times of occurrence of access to the first data from access
to the first data to access to the second data, and

the data management unit reads out the second data to the

buffer before the number of times of access to the first
data is reached at the number of times of occurrence of
access.

6. The device according to claim 1, wherein

the nonvolatile semiconductor memory is a NAND flash

memory,

the logical address is a logical address of the NAND flash

memory,

the physical address is a physical address of the NAND

flash memory, and

the second physical address is an absolute address or a

relative address for a first physical address correspond-
ing to the first logical address.

7. The device according to claim 1, wherein

the address management unit specifies, based on the access

history, a plurality of second data to be accessed after
access to the first data, and registers a plurality of second
physical addresses corresponding to the plurality of sec-
ond data in the address translation table in association
with the first logical address corresponding to the first
data, and

the data management unit reads out the plurality of second

data to the buffer.
8. The device according to claim 1, wherein
the nonvolatile semiconductor memory comprises a plu-
rality of regions divided into a plurality of channels and
a plurality of banks, and

when a plurality of second data exist in correspondence
with the first data, the address management unit assigns
a plurality of the second data to the same physical
address of regions belonging to different channels or
regions belonging to different banks.

9. The device according to claim 8, wherein the address
management unit assigns the first data and the second data to
continuous physical addresses belonging to the same channel
and the same bank.

10. The device according to claim 1, further comprising an
access unit which translates a logical address into a physical
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address by referring the address translation table, when
access target data corresponding to the translated physical
address is stored in the buffer, accesses the access target data
stored in the buffer, and when the access target data is not
stored in the buffer, accesses the access target data stored in
the nonvolatile semiconductor memory.

11. The device according to claim 1, wherein

the history management unit comprises history table, the

history table managing accessed logical addresses in a
form that allows to identify an access order.

12. A memory management device comprising:

a history management unit managing an access history for

data stored in a nonvolatile semiconductor memory;

an address translation table including a translation table

including a first logical address corresponding with a
first physical address of first data and corresponding
with a second logical address of second data;

an address management unit which specifies, based on a

frequency of access of second data after access of the
first data indicated in the access history, the second data
to be accessed after access to the first data being stored in
the nonvolatile semiconductor memory, and registers
the second logical address corresponding to the second
data in the address translation table in association with
the first logical address corresponding to the first data;
and

a data management unit which reads out the second data

from the nonvolatile semiconductor memory to a buffer.

13. The device according to claim 12, wherein the data
management unit translates the second logical address into a
second physical address corresponding to the second data
based on the address translation table, reads out the second
data from the nonvolatile semiconductor memory, and stores
the second data in the buffer in association with the second
logical address.

14. The device according to claim 13, further comprising
an access unit which translates a logical address into a physi-
cal address by referring the address translation table, when
access target data corresponding to the translated physical
address is stored in the buffer, accesses the access target data
stored in the buffer, and when the access target data is not
stored in the buffer, accesses the access target data stored in
the nonvolatile semiconductor memory.

15. A memory management method comprising:

managing an access history for data stored in a nonvolatile

semiconductor memory;

specifying, based on a frequency of access of second data

after access of first data indicated in the access history,
the second data to be accessed after access to the first
data being stored in the nonvolatile semiconductor
memory, and registering a second physical address cor-
responding to the second data in an address translation
table in association with a first logical address corre-
sponding to the first data, the address translation table
comprising a translation table including the first logical
address corresponding with a first physical address of
the first data and corresponding with the second physical
address of the second data; and

reading out the second data from the nonvolatile semicon-

ductor memory to a buffer.

16. The method according to claim 15, wherein

the registering comprises

registering, in the address translation table in association

with the first logical address, at least one of a hit count
that is the number of times of an access occurrence for
the second data within a first predetermined range after
access to the first data and an error count that is the
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number of times of access nonoccurrence for the second
data within a second predetermined range after access to
the first data, and

updating the second physical address associated with the
first logical address based on at least one of the hit count
and the error count.

17. The method according to claim 15, wherein

the managing comprises

registering access pattern information of the first data and
the second data, and

determining, based on the access pattern information, a
timing of reading out the second data to the buffer.

18. The method according to claim 15, wherein

the nonvolatile semiconductor memory comprises a plu-
rality of regions divided into a plurality of channels and
a plurality of banks, and

when a plurality of second data exist in correspondence
with the first data, the registering comprises assigning a
plurality of the second data to the same physical address
of regions belonging to different channels or regions
belonging to different banks.

19. The method according to claim 18, wherein

the registering comprises assigning the first data and the
second data to continuous physical addresses belonging
to the same channel and the same bank.
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